Abstract
The report includes some recent research activities carried out by the Computer Vision and Pattern Recognition group of the Department of Science and Technology, University Parthenope of Naples (http://cvprlab.uniparthenope.it). The activities cover different aspects related to Machine Learning and Computer Vision and are carried out in the context of a variety of applied projects, where results and know-how from those activities are exploited.
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1. Machine Learning

Research activity of the group in this area concerns the design of computational models that take advantage of soft computing techniques.

One of the recent works concerns the design of a completely novel graph-based semi-supervised learning method for classification [28], particularly useful when no parametric information or other prior knowledge is available. Given a graph whose nodes represent the points and the weighted edges the relations between them, the goal is to predict the values of all unlabeled nodes exploiting the information provided by both label and unlabeled nodes. The algorithm extends the Fisher Subspace estimation approaches by adopting a kernel graph covariance measure.

In [24], authors propose a classification procedure based on Support Vector Machine able to effectively cope with data imbalance. Using a first step approximate solution and then a suitable kernel transformation, the space around the class boundary is asymmetrically enlarged, compensating data skewness. Moreover an accuracy measure, named AGF, is proposed to properly account for the different misclassification costs of the classes.
Authors in [1] deal with the outlier detection problem in spatiotemporal data and describe a rough set approach that finds the top outliers in an unlabeled spatiotemporal data set. A new set, named Kernel Set, is introduced, which is able to describe the original data set in terms of data structure.

Pattern recognition techniques have been also applied for improving some aspects in the field of bioinformatics and computational biology. In [5–8] the use of the generalized 3D Hough transform for protein comparison is presented. The main scope of this topic is to search proteins structural similarities in database (PDB).

Classification of the 3D structure of proteins is crucial to inferring protein functional information as well as the evolution of interactions between proteins. In [9, 10] the authors propose novel structural representations of the proteins and exploit the learning capabilities of supervised and unsupervised techniques.

The aim of the researches in [2, 3] is the development of a Fuzzy Decision Support System (FDSS) for the Environmental Risk Assessment (ERA) of the deliberate release of genetically modified plants. The evaluation process permits identifying potential impacts that can achieve one or more receptors through a set of migration paths.

An overview of current trends in machine learning and soft computing for ICT security is presented in [4], while research work concerning the application of soft computing techniques to video surveillance is brought together in [27, 18], investigating novel solutions and discussing future trends of existing literature in this field.

2. **Computer Vision**

Research activity in the field of computer vision is devoted to the analysis, design and implementation of algorithms for the detection, tracking and recognition of objects in motion sequences.

Authors in [19] present an approach for moving object detection based on a 2D neural background model automatically generated by a self-organizing method. The algorithm well compares with the state-of-the-art methods involved in the Change Detection Challenge at IEEE CVPR 2012.

An extension of the neural-based background subtraction approach to moving object detection to the case of image sequences taken by pan-tilt-zoom (PTZ) cameras is presented in [13]. Background variations arising in a usual stationary camera setting are accurately handled by the neural model, while handling of variations due to the PTZ camera movement is ensured by a reg-
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1 http://www.changedetection.net
istration mechanism that allows the neural background model to automatically compensate the eventual ego-motion, estimated at each time instant.

A different 3D neural background model, exploiting a layered network structure and inter- and intra-layer weights update, is proposed in [22], showing state-of-the-art performances on the Background Models Challenge dataset\(^2\).

The 3D neural model has been adopted in [20] for the detection of stopped objects, that is, objects that enter the scene as foreground objects and then stop into it. The approach adopts also a foreground model to be used for detecting a prolonged permanence in the scene of stationary foreground objects. A suitable layering mechanism for the obtained models allows to handle also cases where several stopped or moving objects appear as overlapped.

The above described researches have been applied to license plate recognition for access control to restricted areas [12], where the stopped object detection module triggers an alert for activating the subsequent plate extraction and recognition modules.

In [25], authors propose a novel framework for the detection and tracking in real-time of unknown objects. The problem is decomposed into two modules, detection and learning, in which multiple keypoint-based methods and a growing/pruning approach are exploited. While tracking the object, the system learns new positive and negative samples (keypoints) identified by the detector. Differently from this approach, the work in [15] investigates the problem of robust, long-term visual tracking of unknown objects combining a novel Bayesian filtering with on-line learning theory.

Another main research topic concerns the characterization of images in terms of salient features and novel ways of describing their content.

In humans, detection of symmetry, especially bilateral and rotational, is considered to be a primary factor for discovering and interacting with the surrounding environment. In [17] authors propose an enhanced version of the symmetry detection algorithm already reported at the “Symmetry Detection from Real World Image” competition at IEEE CVPR2011.

In [23] an effective approach to model image content based on a novel graph structure named Attributed Relational SIFT Regions Graph (ARSRG) is presented along with a retrieval strategy based on a graph matching algorithm. Kernel embedding and feature learning have been demonstrated peculiar when evaluated on standard databases (such as ETH-80, COIL-100 and ALOI).

The algorithm described in [21] presents a people counting system that, based on the information gathered by multiple cameras, is able to reconstruct people feet positions in a single “feet map” image.

\(^2\)http://bmc.univ-bpclermont.fr/
Activity recognition is addressed in [26] where human activity is described in space–time as a Bag of Words model, characterized by a new descriptor based on 3D gradient and symmetrical textural appearance.

The symmetry principles are also exploited in [16] for person re-identification. The re-identification problem is formulated as a graph matching problem, where each person is represented by a graph.

3. Technology Transfer

Computer Vision and Pattern Recognition play an important role in all the industrial applications. The research group is involved in many projects in conjunction with leading industrial settings. CPILOS and PT2LOG projects [11, 14] aim to develop new technological platforms, based on IT infrastructures and services, that can support critical processes, like secure tracking and tracing of goods in transport and logistics, using video surveillance facilities with radio-frequency identification (RFID) support.
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