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1 Extended Abstract

The Pattern Recognition and Computer Vision Lab - PeRCeiVe Lab - at the De-
partment of Electrical, Electronics and Computer Engineering of the University
of Catania is actively involved in pursuing cutting edge research on issues related
to Computer Vision and Pattern Recognition and their applications to medical
image analysis, ecological informatics and bioinformatics. More specifically, the
PeRCeiVe Lab’s research is focused on some topical aspects of:

– Computer Vision and Image Understanding. In particular, feature ex-
traction, image segmentation, object recognition, motion analysis and scene
understanding are topics which have been advanced by the research carried
out at the PeRCeiVe Lab. Applications of the devised methods are mainly
in the areas of environmental video monitoring, event detection, fine-grained
visual categorisation and medical image analysis;

– Pattern Recognition. Pattern recognition research within the PeRCeiVe
Lab has mainly investigated decision trees, deep learning methods, Hidden
Markov Models and mixture models for applications in the medical imaging
domain, bioinformatics, eye tracking and video content analysis. Methods
for automatic generation of large scale annotated datasets and for reliable
performance evaluation in pattern recognition are also under investigation;

– Multimedia Content Analysis. The focus of the research under this topic
is on devising techniques for the analysis, processing, indexing and filtering
of multimedia data. This includes a broad range of problems, from content
extraction and understanding to similarity assessment mainly for informa-
tion retrieval applications. Particular emphasis has been recently given to
multimedia recorded for environment monitoring and to integration of het-
erogeneous multimedia data.

The lab’s research has been recently driven by some new technology trends:
the growth of computing power, digital cameras and information storage capac-
ities in the past few decades has generated new possibilities for investigating
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disparate “real-world” applications with the consequent generation of massive
non-stationary visual data. Dealing with non-stationarity of big visual data is
one of greatest challenges of the PeRCeiVe Lab. In particular, the PeRCeiVe Lab
people have gained skills and experience in the following topics:

– Performing automatic visual tasks in complex “real-life” environments. Nowa-
days, it is becoming common practice to use digital cameras and sensors in
a range of monitoring or exploratory applications, in particular for biologi-
cal, geological and physical surveys. These technologies have revolutionised
our ability to capture visual data on large scale for environmental monitor-
ing and are also greatly improving our ability to effectively manage natural
resources and increasing our competitiveness. For example, the Pl@ntNet
project1 has collected massive plant images for analyzing geographic distri-
bution of plants in the Mediterranean area; the Fish4Knowledge project2 has
recorded many Terabytes of video data for monitoring Taiwanese coral reefs.
While computer vision and pattern recognition approaches may run effec-
tively in human-centered scenarios, the tides turn against them when more
complex domains need to be modelled, as in the aforementioned scenar-
ios. For example, the underwater environment is a rather complex scenario,
where dynamic or multi-modal backgrounds, abrupt lighting changes, light
propagation in water, radical and instant water turbidity changes greatly
complicate the development of automated visual systems. The lab’s research
is mainly focused on computer vision and pattern recognition approaches
for detecting and recognising events based on interactions between targets
in noisy environments, as well as retrieving objects by integrating multiple
2D distorted views over time. The PeRCeiVe Lab people have gained a lot
of experience on this topic as to be considered the pioneers on computer
vision in the underwater domain, and more in general on the “ecological
multimedia” field. The PeRCeiVe Lab is also involved in the organisation of
several international challenges, e.g. the fish task of the ImageCLEF 2014
competition3 or the data challenge track of the MAED 2014 workshop4.

– Generation of large-scale labeled datasets. Many of the existing computer
vision and pattern recognition approaches are not able to scale up to many
scenarios due mainly to the lack of large labeled training sets. Large scale
labeled datasets (ground truth) are, therefore, of key importance for the de-
velopment of such methods as they, from one hand, allow training of multi-
class classifiers and, from the other hand, support the algorithms’ evaluation
phase. The main limitation to collect large-scale and high quality ground
truth is the daunting amount of time and human effort needed to gener-
ate it. To address these needs a significant part of the recent lab’s research
has been directed towards developing collaborative and crowdsourcing tools
to annotate objects, their shape, their motion (in the case of videos) and

1 http://www.plantnet-project.org/
2 http://www.fish4knowledge.eu/
3 http://www.imageclef.org/2014/lifeclef/fish
4 http://maed2014.dieei.unict.it
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the image/video containing them. Computer vision methods and scalable
clustering approaches working at large-scale have been developed to sup-
port annotators in their labelling tasks. Data-driven methods for assessing
object detectors and trackers performance without ground truth data are
also other explored research topics. The PeRCeiVe Lab people have organ-
ised workshops (see the VIGTA workshop series) and are involved in guest-
editing special issues on top-ranked journals (see, for instance, the “Large
Scale Evaluation in Computer Vision” special issue of the Computer Vision
and Image Understanding journal) on this topic.

– Heterogeneous Data Integration. Achieving a satisfactory level of adaptation
and flexibility of automated visual systems requires 1) tracking of the be-
haviour the developed solutions under different circumstances, 2) perform-
ing sensitivity analysis of data features on the performance of computer
vision components, and 3) predictive modelling of the performance of used
components. Accomplishing these tasks requires the integration of different
ground-truth datasets coming from variety of sources for which it is nec-
essary to gather provenance information, associated trust assessments and
other contextual metadata needed to support the reasoning necessary to as-
sess to what extent training and evaluation data can be repurposed for other
scenarios later. A key aspect in this process is to integrate heterogeneous data
regarding operators, sensors, scenarios, etc, and this is pursued within the
PeRCeiVe Lab by adopting best practices in the open data and semantic web
communities. In particular, data schemas and ontologies, including SKOS for
taxonomic data, Dublin Core for publication data, PROV-O for provenance
tracking, and Open Annotation for user-contributed metadata are deployed
by the PeRCeiVe Lab people in order to model the whole research pro-
cess in computer vision and pattern recognition, from dataset to annotation
to performance evaluation. However, heterogeneous data integration at the
PeRCeiVe Lab has not only been used for computer vision problems, but also
in bioinformatics applications where textual data (e.g. scientific literature),
image data (microarray and miRNA) and biological annotated - semantic -
databases are integrated for knowledge discovery.

– Big Visual Data. With the explosion of visual data on the web, computer
vision researchers have started to direct their attention towards the develop-
ment of non-parametric data-driven models for solving complex visual tasks
(which at the moment are far from being solved) such as object detection,
recognition and scene understanding and promising preliminary results have
been obtained. The PeRCeiVe Labs research under this scenario aims at us-
ing big visual data for addressing the issues of generating large scale ground
truth and, consequently, to develop data-driven approaches for solving visual
tasks from object classification to scene understanding.

As further activities, people of the PeRCeiVe Lab regularly organise and
chair dedicated workshops and special sessions at mainstream conferences such
as ACM MM, ECCV, ICIP, ICPR, etc. The PeRCeiVe Lab has been involved
in several national and international projects on computer vision and pattern
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recognition topics, e.g. the Fish4Knowledge project funded under the EU FP7
or the AQUACAM research program - a joint research program between the
University of Catania, the University of Edinburgh and the Universities of West
Indies. Furthermore, the PeRCeiVe Lab routinely collaborates with several ICT
companies and promotes technology transfer activities, especially for:

– Biomedical Image and Signal Processing for computer-aided diagnosis (CAD)
systems. The system for automatic 3D striatum reconstruction implemented
at the PeRCeiVe Lab is currently under testing at the REM radioterapia5

(a nuclear medicine imaging company). Another example is the TMS tool, a
system which enables neuroscientists to design, carry out and analyze scien-
tific studies based on TMS (Transcranial magnetic stimulation) experiments
for both diagnostic and research purposes, assisting them not only in the
practicalities of administering the TMS but also in each step of the entire
studys workflow. This system is currently used in several neuroscience de-
partments around Italy;

– Environmental Monitoring. The CARIBSAVE organisation6 based in Caribbean
is testing the automatic underwater video analysis tools developed within
the PeRCeiVe Lab for a more comprehensive analysis of fish biodiversity in
marine protected areas (MPA) located in Jamaica.

– Industrial vision applications. Several companies are using the machine vi-
sion tools developed at the PeRCeiVe Lab for automatic visual tasks. The
METRA srl7 has adopted the machine vision tool developed at our lab for
calibrating automatically temperature sensors.
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